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# c Stellungnahme zum Antrag R06

.unser Ziel ist es, die Digitalisierung so zu gestalten, dass sie die Freiheit und Selbstbe-
stimmung des Einzelnen sowohl im digitalen als auch im analogen Raum bewahrt und
starkt. Wir sind Uberzeugt. Freiheit gewinnt erst durch Verantwortung ihre wahre Bedeu-
tung. Sie ist kein Selbstzweck, sondern bildet auf der Grundlage eines festen Wertefun-
daments — das Frieden, Freiheit und Fortschritt miteinander vereint — das Rickgrat un-
serer freiheitlich-demokratischen Grundordnung. Wir méchten dazu beitragen, Men-
schen zu stdrken und zu befdhigen, diese Freiheit verantwortungsvoll zu leben, insbe-
sondere in einer zunehmend digitalisierten Gesellschaft, in der ktnstliche Intelligenz eine
immer gréBBere Rolle spielt.” (Préambel der Satzung des cnetz, 29.11.2025)

Entsprechend der Grundausrichtung der satzungsgemdfRen Ziele und Aufgaben des
cnetz und basierend auf der im Verband organisierten Digitalexpertise, nimmt das cnetz
zum Antrag RO6 ,Digitale Offentlichkeit ordnen — Demokratie, Jugend und Medienvielfalt
wirksam schutzen”, welcher im Rahmen des 38. CDU-Bundesparteitages beraten werden
soll, wie folgt Stellung.

1 Gesamteinschdtzung

Das cnetz begrufdt ausdricklich die Zielsetzung des Antrags, die demokratische Dis-
kurskultur zu stérken und Kinder und Jugendliche vor den negativen Auswuchsen der
Plattformdékonomie zu schuitzen. Vor allem sind diese auch im bekannten Rahmen vor
psychologischen Nebenwirkungen zu schitzen. Die Problemanalyse, insbesondere hin-
sichtlich der Zentrierung digitaler Infrastrukturen und der Algorithmen-Logik, ist dem Kern
in dem Zusammenhang (Verstdrkung und Konzentration des Informationsflusses) nach
zutreffend, da die Datenauswertungen zu entsprechender Wirkung fuhren (kénnen).

Gleichzeitig ist Machtkonzentration von oligopolartigen, haufig nicht Europdischer Digi-
talplattformen a) kein neues Phénomen und b) nicht origindr auf den digital-technolo-
gischen Raum beschrdankt. Der 6konomische Erfolg digitaler Plattformen und deren gro-
Ren Betreiber liegt vor allem in ihrer Skalierbarkeit bzw. der Skalierungsfdhigkeit begrin-
det, die schon in den frihen 2000er Jahren in wenig regulierten Méarkten (im Kern Nord-
amerika und Asien) begriindet wurden. Daher ist es nicht verwunderlich, dass européi-
sche Angebote, die unserem Wertekanon eher entsprechen in der Vergangenheit (bspw.
Studivz) aufgrund der fragmentierten Regulierungslandschaft in der EU deutlich héhere
Anpassungskosten im Zuge ihrer Expansion zu leisten hatten als jene Angebote, die ihre
initialen Markteintritt in einem deutlich gréfieren Binnenmarkt verzeichnen konnten. Kurz-
gefasst: Es gab und gibt bis dato kaum eine Chance fur nationale bzw. europdische
Player.
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Die Folge war und ist, dass kaum europdische Alternativen zu den grof3en nordamerika-
nischen und asiatischen Angeboten existieren, die auch tatséchlich eine kritische Masse
und somit auch Kapitalstdrke far den globalen Wettbewerb erreicht haben und dabei
unsere Werte vertreten. Dasselbe wiederholt sich gerade im Markt far Large Language
Models speziell und vielfach Kl allgemein.

Es wird sich zeigen, ob tatséchlich ein Anbieter, wie Mistral (Frankreich) oder Deepl
(Deutschland) gegen die Finanzstdrke von Google, Open Al, Anthropic oder auch Micro-
soft bestehen kénnen. Konsequenterweise musste aber gerade an dieser Stelle auch
hieriber im Antrag gesprochen werden, was leider nicht erfolgt. Der den Modellen der
grolRen Player innewohnende Bias in deren KI-Modellen kénnen aber ggf. noch viel gra-
vierendere Folgen haben. Man sieht z. B. gerade im Predictive Policing die Folgen solcher
Modelle, die nicht mit europdischen Daten trainiert wurden. Ein zielfUhrender Antrag muss
aber genau hier ansetzen und den Blick weiten.

Der Antrag vermengt zudem gleichzeitig unterschiedliche Ebenen und sucht nach alter-
nativen Finanzierungsmodellen des lokalen und regionalen Journalismus durch Digital-
abgaben. Es ist eine in der Tat ungltckliche Verknupfung, denn die regulatorische Frage
ist von der 6konomischen zu entkoppeln. Daher erteilt das cnetz a priori der Digitalab-
gabe zugunsten der Medienanbieter eine Absage, solange nicht nachweislich die Platt-
formanbieter diese marktlich beeintrachtigen. Allein der Verweis auf die Werbeeinnah-
men, die anders kanalisiert werden, kann nicht als Marktversagen, welches regulatori-
sche Eingriffe erlaubt, interpretiert werden. Anders sieht es aus, wenn die Plattformen ge-
zielt und wissentlich Urheberrechte missachten und daraus zusétzliche Ertrége generie-
ren und nicht an die origin@ren Rechteinhaber abfUhren. Das wurde aber hier nicht the-
matisiert. Auch hierzu gibt es bestehendes EU-Recht, u.a. das Leistungsschutzrecht und
das neue Urheberrecht, welches politisch hart errungen wurde. Hier mangelt es mehr an
Um- und Durchsetzung als an fehlender Regulierung.

Gleichzeitig ist festzuhalten, dass neben dem &ffentlich-rechtlichen Rundfunk, die Medi-
enlandschaft in Deutschland (v.a. im ,Print-Bereich”) aufgrund der historischen Erfah-
rung, marktlich organisiert ist. Daher ist es nicht verwunderlich, dass es auch regelmafig
zu Konflikten zwischen &ffentlich-rechtlichen und privaten Medienanbietern kommmt. Man
kébnnte daher so weit gehen, dass die Marktmachtkonzentration in Teilen ein hausge-
machtes Problem darstellt, welchem man nicht mit auf den ersten Blick populéren L6~

sungen beikommen kann.

Schlieflslich fordert der Antrag zudem eine Klarnamenpflicht. Auch hier stellt sich die
Frage, ob und wie diese mit welchen Folgen und Zielen umgesetzt werden kann und auch,
wie die Kontrolle der Einzelfdlle erfolgen soll. Faktisch wére dies nur mit einer echten Zwei-
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Faktorenauthentifizierung, die eine Registrierung erfordert, umsetzbar. Man kommt damit
gefdhrlich nahe an chinesische Systemvorstellungen.

Das entbindet aber nicht den Kommunikator von der Haftung fGr Schdden seiner Kom-
munikation Dritten gegenuber — ganz im Gegenteil. Die Regulierung muss also da anset-
zen, wo die Folgen real sind. Hierzu bedarf es grundlegender Uberlegungen, die aufgrund
ihrer Komplexitat selbstverstandlich nicht mit dem Antrag einhergehen kénnen. Eine Be-
arbeitung sollte daher im Rahmen einer umfénglichen Fachbehandlung erfolgen.

Das geforderte Social Media Verbot wird zudem — davon kann man auch auf Basis der
ersten Erfahrungen aus Australien — héchstens zu vielfachen Umgehungstatbesténden-
fhren. Die Folge ist eine nicht zielfUhrende Problemverlagerung. Die schadliche Wirkung
bestimmter kommunikativer Angebote — z.B. im Bereich Selbstbilder, Desinformation etc.
— anerkennend bedarf es eben wirksamer und nicht symbolischer Verbesserungen.

Ein generelles Schul-Social-Media-Verbot kann hier zumindest deutlich schneller und
nachhaltiger wirksam werden als generisch leicht aushebelbare MaRnahmen (Stich-
worte: VPN, falsche Identitéten, laxe Kontrollen der Plattformen etc.). Auch hier empfiehlt
es sich, zundchst mehr Anstrengung in die Entwicklung tragfdhiger Lésungen zu stecken,
um die gewulnschten Effekte zu erzielen. Man fuhlt sich an manche historische Diskussion
zum Jugendmedienschutz erinnert, die auch vielfach eben nicht die gewlnschten Wir-
kungen entfaltet haben (insbesondere im Bereich der Computer- und Videospiele zeigt
sich das Systemversagen sehr drastisch), da man letzten Endes eher Anreize zur Umge-
hung als Einsicht generiert hat.

In Summe: Die vorgeschlagenen Instrumente (Klarnomenpflicht, Algorithmuskontrolle,
Social-Media-Verbot ab 16, nationale Digitalabgabe) sind so, wie politisch vorgeschla-
gen a) als Paket und b) auch in den Einzelfragestellungen kritisch zu betrachten, da sie
teilweise nicht nur im Widerspruch zu bisherigen Positionen einer liberal-konservativen
Netzpolitik stehen, sondern auch technisch schwer umsetzbar und entsprechend wis-
senschaftlicher Evidenz nur eine geringe Wirksamkeit aufweisen.

In Summe fordert das cnetz daher eine umféngliche Befassung unter Einbeziehung von
wissenschaftlich gestutzter Fachexpertise sowie einem breiten Diskurs, um tatséchliche
Verbesserungen gegenuber dem Status quo zu erreichen. Wir teilen also sehr wohl einige
Ziele aber nicht die vorgeschlagenen Wege im Antrag.

Zudem fordert das cnetz eine Digitalabgabe, wenn Gberhaupt, nicht zweckgebunden fur
nationale Medienanbieter, sondern diese gemeinwohlorientiert einzusetzen. Sollte es sich
zukUnftig um eine echte Digitalsteuer handeln, sind zudem Uberlegungen hinsichtlich der
Kompensationswirkung entfallender Steuereinnahmen zu berucksichtigen.
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Die vorgeschlagene Algorithmen-Kontrolle ist dringend in Bezug auf inre Rechtmafiigkeit
(Betriebsgeheimnisse), Umsetzbarkeit (wer kontrolliert zu welchen Kosten und Lasten)
sowie der Wirksamkeit (faktische Wettbewerbsverzerrung) zu iiberdenken. Das cnetz for-
dert hier ebenfalls eine holistische Betrachtung, die dem KlI-Zeitalter gerecht wird.

2 Zur algorithmischen Transparenz und Kontrolle

Der Antrag RO6 fordert, dass ,algorithmische Steuerung nicht Idnger ein blinder Fleck
demokratischer Kontrolle bleiben darf”. Es wird verlangt, dass Nutzer nachvollziehen kén-
nen, ,warum ihnen bestimmte Inhalte angezeigt werden”, und dass ,verbindliche gesetz-
liche Regelungen” geschaffen werden, um die Auswirkungen auf den demokratischen
Diskurs offenzulegen.

Die Grundannahme, dass die auf ,Engagement” und ,Aufmerksamkeit” optimierten Al-
gorithmen zur Polarisierung beitragen, ist auch seitens des cnetz unstrittig und vielfach
belegt. Die Forderung nach einer blof3en ,Offenlegung” oder ,Transparenz” des Algorith-
mus greift jedoch technisch zu kurz und ist regulatorisch faktisch wirkungslos (das soge-
nannte ,Transparenz-Paradoxon*), denn die Forderung nach Offenlegung der Funktions-
weise suggeriert lediglich, dass man durch Einsicht in den Quellcode manipulative Ab-
sichten erkennen kénnte. Das geht an der Realitdt vorbei und verursacht zudem unnétig
Kosten und Lasten. Zudem kénnen Sicherheitslicken entstehen, die durch die Offenle-
gung durch Dritte ausgenutzt werden kédnnen. Damit wurden sogar negative externe Ef-
fekte auftreten.

Black-Box-Problem (Deep Learning): Moderne Empfehlungssysteme basieren auf
kunstlichen neuronalen Netzen (KNNs), die sich dynamisch anpassen. Selbst die Entwick-
ler bei Meta oder TikTok kdnnen oft nicht erkléren, warum ein spezifisches Video viral geht
— es ist das Ergebnis von Milliarden Parametern in Echtzeit. Ein ,Einblick in den Code” liefert
hier keine Erkenntnis. Dartber hinaus entwickelt inzwischen Code — Code (Stichworte
Claude/Opus 4.6 von Anthropic und Gemini/Complexity 5.3 von Google, im Kontext Vibe
Coding). Mit anderen Worten Code kann sehr schnell immer wieder veréndert werden.

~Adversarial Attacks”: Eine vollstéindige Transparenz der Ranking-Faktoren wirde es
Desinformations-Akteuren, Pishing-Spezialisten und Spammern erméglichen, ihre In-
halte perfekt auf den Algorithmus zu optimieren (,Adversarial Attacks”), was das Problem
der Manipulation und des Missbrauchs eher verschdarft als 16st. Zudem kénnen Sicher-
heitslicken ausgenutzt werden.
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Die Antragstellerin fordert ferner nationale gesetzliche Regelungen. Dies ignoriert aber
die bereits geltende europdische Rechtslage. Der Digital Services Act (DSA) der EU ver-
pflichtet ,Very Large Online Platforms” (VLOPs) bereits in Artikel 27 zur Transparenz der
Empfehlungssysteme und in Artikel 40 zum Datenzugang fur die Forschung. Echte Kon-
trolle entsteht nicht durch &ffentliche Einsicht, sondern durch den Zugang far geprufte
Wissenschaftler (,Vetted Researchers”), die empirisch untersuchen kénnen, ob ein Algo-
rithmus systematisch Desinformation bevorzugt (Auditierung). Nationale Alleingénge
wurden hier Kollisionen mit dem EU-Recht erzeugen und auch den Aufbau komplexer
Verwaltungsstrukturen mit erneblichen Kosten auslésen.

Mit Blick auf die marktbeherrschenden Oligopole wdre aus gegebenen empirischen Be-
obachtungen allerdings auch intensiver Uber algorithmische Rechenschaftspflicht (Ac-
countability) und Wahlfreiheit (Interoperabilitét) zu diskutieren. Statt den einen Algorith-
mus staatlich zu kontrollieren (was zudem Fragen der Zensur aufwirft), sollte die Mono-
polstellung des Algorithmus gebrochen werden.

In diesem Kontext schlagen Francis Fukuyama und Forscher der Stanford University das
Middleware-Modell vor. Dabei lagern Plattformen die Kuration der Inhalte an Drittanbie-
ter ohne Eigeninteresse aus. Nutzer kénnte wdéhlen, ob sie den ,Standard-Algorithmus”
von X/Twitter, oder einen Algorithmus der ,Tagesschau” (foktengewichtet), eines Sport-
verbandes oder einer NGO zur Anwendung bringen wollen. Dies férdert Innovation und
nimmt den Plattformen die alleinige Macht Uber die Sichtbarkeit, onne dass der Staat in
die Inhalte eingreift.

3 Zur Klarnamenpflicht

Der Antrag fordert eine allgemeine Klarnamenpflicht zur Bekdmpfung von Hass und
Hetze. Wir warnen deutlich vor einer pauschalen und generellen Klarnamenpflicht im
Frontend (&ffentliches Profil). Diese geféihrdet, zusdtzlich zu den schon genannten Nach-
teilen, vulnerable Gruppen (z.B. Opfer von Stalking, politische Aktivisten in Autokratien)
und die freie Meinungsd@ulRerung. Stattdessen beflrworten wir eine Auskunftsféhigkeit
(Identifizierbarkeit im Backend), damit Strafverfolgungsbehérden bei Straftaten Téter er-
mitteln kdnnen (Grundsatz: ,Anonymitét fur den Nutzer, Identifizierbarkeit fur den Staat”).

Mit Blick auf vulnerable Gruppen setzt diese Lésung einen im Sinne der verbrieften Grund-
rechte tadellos funktionierenden Rechtsstaat voraus. Aktuelle Entwicklungen in anderen
Rechtsrdumen zeigen, dass eine Identifizierbarkeit fur den Staat eben auch zu lasten vul-
nerabler Gruppen missbraucht werden kann und statt eines Verursacherprinzips eine
Einschrdnkung von Freiheitsrechten unbescholtener einhergeht. Entsprechend sorgfaltig
gilt es die Argumente abzuwd&gen. Anders als die Antragstellerin beantragt, ist sogar im
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Teledienstedatenschutzgesetz (TDDDK) das exakte Gegenteil geregelt. Nach §19 (2) hat
der Anbieter die anonyme oder pseudonyme Nutzung sogar zu erméglichen.

Empirie zur .Enthemmung": So zeigen Studien, dass Klarnamenpflichten das Niveau von
+Hate Speech” nicht signifikant senken. Eine Studie der Universitdt Zurich (Rost et al., 2016)
belegt umgekehrt, dass aggressive Kommentare oft unter Klarnamen verfasst werden
(Beispiel Facebook), da die soziale Erwiinschtheit in polarisierten Gruppen (Echo-Kam-
mern) das Hetzen belohnt.

Dort werden Klagen billigend in Kauf genommen, da diese h&ufig wegen Nichtigkeit oh-
nehin eingestellt werden. Léschaufforderungen kommen die Anbieter zudem héufig nicht
oder nur extrem zdgerlich nach. Hier wére unserer Meinung nach eindeutlich gewichti-
gerer Hebel zu sehen.

Beispiel Siidkorea: Stdkorea fihrte 2007 eine Klarnamenpflicht (,Internet Real-Name
System”) ein. Sie wurde 2012 vom Verfassungsgericht als verfassungswidrig gekippt, da
sie die Meinungsfreiheit einschrdnkte und es auch zu empfindlichen Hackerangriffen

kam, wahrend der Anteil bésartiger Kommentare nur minimal sank.

Rechtsdurchsetzung: Das Problem ist oft nicht nur die fehlende Identifizierbarkeit (Be-
standsdaten sind oft vorhanden), sondern die mangelnde Kapazitét der Staatsanwalt-
schaften und die langsame Kooperation der Plattformen. Regulatorisch greift an der
Stelle der Digital Services Act (DSA) der EU bereits, den es konsequent anzuwenden gilt.
Es gilt auch hier der Grundsatz, dass zundchst einmal das geltende Recht durchzusetzen
ist, anstelle der Schaffung stetig neuer, wenig wirksamer Gesetze, da deren Durchsetz-

barkeit von vornherein in Frage zu stellen ist.

4 Zum Social-Media-Verbot unter 16 Jahren

Der Antrag fordert ein gesetzliches Mindestalter von 16 Jahren fur offene soziale Netz-
werke nach australischem Vorbild.

Ein starres Verbot schlieft Jugendliche von gesellschaftlicher Teilhabe, dem Grundrecht
auf Information, der Meinungsfreiheit und auch politischer Information unberechtigt aus,
ohne wirksam das Problem zu bek&dmpfen. Vor allem férdert es die Nutzung von Umge-
hungstechnologien (VPNs) und verlagert Kommunikation in unregulierte Rdume (,Dark
Social”). Diese Entwicklung ist beispielsweise auch in Australien zu beobachten, wo ein
entsprechendes Verbot wirksam ist. Zudem haben die Anbieter dort die Schwellen so tief
angesetzt, dass ein Umgehen durch simple Verdnderung des Geburtsdatums erfolgen
kann oder Fake-IdentitGten geschaffen wurden, was noch ganz andere Probleme aus-
|6st. Diese Erfahrungen sind schon seit Tag eins in Australien zu beobachten.
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Wir pladieren daher fur ,,Care by Design” Ansatz, bei dem das psychische Wohlbefinden,
die Sicherheit und die mentale Gesundheit der Nutzenden in den Mittelpunkt der Platt-
formarchitektur gestellt werden. Mit Blick auf vulnerable Gruppen kénnen so auch ver-
pflichtende, altersgerechte Voreinstellungen (z.B. keine algorithmischen Feeds fur U16,
Zeitlimits), die Uber Betriebssysteme (Apple/Google) oder Plattformen gesteuert werden.

Die Plattformbetreiber mussen hart aufgefordert werden bestimmte Einflisse konse-
guent zu unterbinden, wo die Folgen a priori schon bekannt sind (Extremismus, Hatespe-
ech, Mobbing, Essstérungen, irrefihrende Werbung etc.). Es geht darum, dass die Platt-
formbetreiber entweder ihrer Verpflichtung nachkommen oder dann tatséchlich in ge-
stuften Verfahren empfindlich bestraft werden um diese hierzu klar aufzufordern. Hier
sind es letzten Endes also die Bereitsteller von Infrastruktur fir Kommunikatoren, nicht die
Rezipienten, die zu handeln haben. Ein Social-Media-Verbot wirkt wie eine Strafe fur die
Fehler der Anbieter bzw. der Kommunikatoren nicht erwinschter Inhalte. AuRerdem
kénnten Time-Limits (Automatische Abschaltung nach X-Minuten Nutzung téglich) zu-
dem Suchttendenzen unkritisch entgegenwirken. Weitere Beratungen kénnen zu sehr viel
konsentierteren und tragféhigen Lésungen fihren — und Akzeptanz!

Medienkompetenz vs. Verbot: Die jingere Forschung zur Medienkompetenz zeigt, dass
Verbote den Erwerb von Risikokompetenz (,Media Literacy, Data Literacy, Al Literacy*)
verhindern. Jugendliche mussen lernen, mit Risiken umzugehen, statt isoliert zu werden.
Dazu bedarf es Hilfestellungen, Aufkldrung und vor allem auch ein Erlernen guten Um-
gangs in geeigneten Institutionen.

Das , Australische Modell”: Der im Antrag als Vorbild genannte ,Social Media Ban” in
Australien (Z. 76) ist international héchst umstritten und wenig erfolgreich, wie jingere
Berichte belegen. Experten fur digitale Sicherheit warnen, dass die dafur notwendige Al-
tersverifikation (Age Assurance) massive Datenschutzrisiken birgt. Um das Alter effektiv
zu prufen, mussten Millionen Burger Ausweisdokumente oder biometrische Daten (Face
Scanning) an private Konzerne oder Drittanbieter Gbermitteln.

Verfassungsrechtliche Bedenken: Ein Pauschalverbot kénnte zudem gegen die UN-Kin-
derrechtskonvention (Recht auf Zugang zu Informationen/Medien, Art. 17 UN-Kinder-
rechtskonvention) verstoRen.

5 Zur Digitalabgabe fur Plattformen

Der Antrag fordert eine nationale Abgabe fur Plattformen mit mehr als 45 Mio. Nutzern

zur Finanzierung des lokalen Journalismus.
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Ein starker Lokaljournalismus und Medienvielfalt sind zweifelsohne wichtige Bestandteile
des demokratischen Willensbildungsprozesses. Eine nationale Sonderabgabe (,Digital-
steuer durch die Hintertur”) ist jedoch rechtlich fragil und kénnte im Ergebnis dem Stand-
ort Deutschland mehr schaden als natzen zumal diese wettbewerbsrechtlich nicht halt-
bar sein durfte, da ein Marktversagen kunstlich konstruiert wird.

Auch wurde ein Umverteilungssystem etabliert werden mussen, welches die marktwirt-
schaftlichen Grundprinzipien ad absurdum fihren wurde. Mit Blick auf die skizzierte Prob-
lemlage unfairer Wettbewerbsbedingungen wirken die Durchsetzung des Urheberrechts
(Leistungsschutzrecht) und kartellrechtliche MaRnahmen Uber den Digital Markets Act
(DMA) deutlich zielgerichteter.

Dies bedeutet nicht, dass es nicht erforderlich ist, dass digitale Plattformbetreiber, die in
der EU generierten Umsdatze auch adéquat, ggf. auch deutlich héher als bisher in der EU
versteuern mussen. Die Diskussion um eine Digitalsteuer/-abgabe sollte aber nicht mit
der Fragen der Quersubvention anderer Medienanbieter vermischt werden.

Link-Tax-Erfahrungen: Versuche in Spanien oder Kanada, Plattformen zur Zahlung far
Links zu zwingen, flhrten in der Vergangenheit oft dozu, dass Plattformen (wie
Meta/Google) Nachrichtenangebote in diesen Léndern einfach abschalteten (News De-
prioritizotion). Dies schadete den Verlagen mehr, als es nutzte (Traffic-Einbruch). Die
Frage des Leistungsschutzrechts ist weiterhin in der existierenden Form umstritten.

EU-Harmonisierung: Nationale Alleingénge im digitalen Binnenmarkt fuhren zu Frag-
mentierung. Lésungen mussen auf EU-Ebene (OECD-Steuerabkommen Pillar 1& 2) erfol-

gen.
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